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Technologies such as TiVo and Media Center have introduced the concept of Digital Video Recorder (DVR) in millions of homes [1], [2]. Consumers are now able to pause live-TV programs and watch them at their own convenience without the need of obsolete VCRs. These devices and their future evolution can be grouped into the class of Home Entertainment Centers (HECs). Specifically, a HEC can be defined as a hub for all in-home entertainment experiences able to handle heterogeneous media and to perform as a gateway between client devices located within the house and the outside world (i.e., the Internet).

Besides the DVR functionalities, a HEC can be considered as a magic box that provides several other services such as IPTV, Web radio, game console, picture viewer, electronic program guide, DVR, CD/DVD/video player, music jukebox, web browser, email handler, instant messenger. Contents related to these services can be locally available or distributed over the Internet to be dynamically retrieved based on the consumer’s need with just one click on a button. Several streams are thus produced by these active services, all distributed by the HEC throughout the house.

At the same time, wireless home connectivity is becoming more and more popular, offering mobility, flexibility, and high transmission rates (i.e., 54 Mbps for the IEEE 802.11g and 100 Mbps for the IEEE 802.11n). We can hence assume that every HEC will be endowed with an Access Point (AP) in order to guarantee wireless connectivity to the various devices (e.g., screens, speakers, joypads).

We demonstrate here that this applications’ coexistence can be achieved with a simple and smart modification to the AP that has a minimal impact on existing architecture and protocols. From this point of view, this technique resemble the journeys taken by hippies in the 1960s and ‘70s, as key characteristics of hippie trails were those of traveling toward a destination as cheaply and respectfully with the environment as possible. Analogously, the proposed smart AP aims at reaching an efficient utilization and coexistence of the various entertainment applications run in a wireless home with a solution that has a little cost and a minimal impact on surrounding architecture and protocols.

Specifically, the AP and the associated HEC are in a strategic position that allows them to gather information about the channel condition and the ongoing traffic. This information can be put to good use to regulate the transmission flow of downloading applications in order to produce a smooth traffic that utilize the channel efficiently but, at the same time, does not create queues at the AP. Furthermore, to ensure an easy deployability, this scheme exploits only existing features of standard protocols and a modified AP.

Digital Entertainment in a Home Networking Scenario

The current market is heading toward a wireless house where all the devices (e.g., computers, televisions, intelligent fridges, etc.) are wirelessly connected to the home network and possibly controlled by the HEC. 

In this context, take, for example, a mid-class American household where a family of four people lives: two teenage kids and the hardworking parents. Each family member presumably owns several networked personal portable devices such as PDAs, MP3 players, game consoles and digital cameras. All these being also connected to the home network.

Based on the market trends, we also consider that all those devices are wirelessly connected through a Wi-Fi IEEE 802.11g link to a HEC that controls the in-house media distribution and provides access to the Internet as well as to the cable television and companies providing external services (e.g., the alarm company). We also assume that several family members will be accessing the household network at the same time according to their work or leisure needs. In particular, we can consider family scenario summarized by Figure 1: (a) one teenager is watching the movie “Star Wars”, streaming it from the close-by HEC; (b) the other one is playing with his latest online game against a crowd of buddies across the Internet; (c) the dad is having a conversation through an IP based video chat; and (d) the mum is downloading the last U2 greatest hit compilation from the Apple iTunes music store. In the above everyday-life picture is worth noticing that each of the aforementioned employed applications features different requirements in terms of network performance, as well as suffers from very specific problems all due to the best effort nature of the Internet transport protocols. 

These are as follows:

• Video Streaming. Streaming applications are affected by the jitter phenomenon but are resilient to some packet loss; a network designed mainly for video streaming should minimize the jitter.

• Video Chat and Massive Multiplayer Online Games. Both this applications require a high degree of interactivity, they greatly suffer from delays and packet jitter while may tolerate some packet loss.

• iTunes Music download. A music download activity is typically resilient to jitter and delays but decreases the sending rate in presence of packet losses: it hence does not tolerate any error losses (losses that are not generated because of congestion).
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Figure 1. Digital entertainment delivery in a wireless home.
Downloading and Real-time flows on a Wireless HEC: a Difficult Coexistence

Applications can be grouped into two main classes depending on their performance metrics: downloading and real-time. The first one is concerned with transferring data in a reliable way. Even if data is generally chunked into packets before being transmitted, the performance of these applications are generally measured in terms of how much time is required to have the whole file transferred. Examples of this class of applications are file transfer (e.g., FTP, HTTP, SMTP) and remote control (e.g., Telnet). Instead, a second class of applications is concerned with ensuring a quick delivery of every single packet transmitted by the application. For these applications, performances are measured in terms of the percentage of packets that reach the destination within a certain time threshold. Interactive on-line games, real-time IP-TV, video/audio chatting, represent typical instances of this class of applications.

Downloading and real-time applications can be distinguished also by the employed transport protocol: TCP or UDP. The former is a protocol that guarantees the reliable and ordered delivery of every packet sent; to this aim it establishes a session and performs retransmissions of lost packets. Since these features, TCP is utilized by downloading applications. Where not differently stated, with the term TCP we refer to the two most common versions, i.e., TCP New Reno and TCP SACK.

A very important component of TCP is represented by its congestion control functionality. Through it, every TCP flow probes the link with higher and higher data rates eventually filling up the channel. At that point, packets will be queued at the buffer associated with the bottleneck of the link until it overflows causing packet losses. TCP retransmits the lost packets, and halves its sending rate to diminish the congestion level. Finally, the regular increase of the sending rate is re-established and so forth.

UDP is simpler: packets are immediately sent toward the receiver with a data rate decided by the sender. UDP does not guarantee reliable and ordered delivery of packets but, at the same time, its small overhead and lack of retransmissions make it less prone to generate delays in the packets’ delivery. For this reason, UDP is usually employed by real-time applications. 

The lack of congestion control functionalities of UDP had lead the scientific community to wisely consider UDP as unfair toward TCP. Indeed, citing from [4]: “Although commonly done today, running multimedia applications over UDP is controversial to say the least. […] the lack of congestion control in UDP can result in high loss rates between a UDP sender and receiver, and the crowding out of TCP sessions - a potentially serious problem.” 

However, even if this is true when the available bandwidth is very scarce, the larger and larger bandwidth offered today to home consumers overturns this situation. Indeed, with this broadband connectivity, the traffic generated by UDP-based applications can be accommodated, yet, a problem emerges when real-time applications (UDP-based) coexist with downloading ones (TCP-based) on a wireless channel, causing the former to experience a scattered flow progression [16].

Major causes for this problem can be found in the TCP’s congestion control functionality. TCP continuously probes for higher transfer rates, eventually queuing packets on the buffer associated with the bottleneck of the connection. Since the same wireless connection might be shared by several devices and applications,  it is even more evident how the congestion level and queue lengths can increase, thus delaying the delivery of packets stuck in queue and jeopardizing requirements of real-time applications. 

This negative situation is further worsened by the following three factors due to the wireless nature of the link. First, the wireless medium allows the transmission of only one packet at a time and is not full-duplex as wired links. Packets have hence to wait their turns to be transmitted. Second, as interference, errors, fading, and mobility may cause packet loss, the IEEE 802.11 MAC layer reacts through local retransmissions (4 at most, [5]) which, in turn, cause subsequent packets to wait in queue until the preceding ones or their retransmissions eventually reach the receiver. Last but not least, the back-off mechanism of the IEEE 802.11 introduces an increasing amount of time before attempting again a transmission [5].

As an example of problems caused by this mixture of causes, we show in Figure 2 the jitter experienced by online game packets in a realistic wireless in-home environment, with an AP configured in an off-the-shelf fashion and a constant inter-departure time of 50 ms. In the considered scenario, the online game application (UDP-based) is started at 45 s, when a video-stream application (UDP-based) was already active, and both lasts for the whole experiment. At 90 s, a video-chat conversation (UDP-based) is added but, still, the traffic generated by the combination of these three applications is far from consuming all the available bandwidth. Instead, at 135 s a FTP application (TCP-based) starts to download a file and quickly saturates the channel.
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Figure 2. Measured online game jitter; from 135 s, a regular TCP flow is competing for the channel.

Experimental Results

In order to implement SAP-LAW, the simulated scenario was enhanced by enabling the AP to modify the advertised window (included in returning ACKs) accordingly with (1). In particular, the average UDP-based aggregate traffic was computed through a simple low-pass filter and the new advertised window was determined every 200 ms.

When employing SAP-LAW, the AP is able to keep track of the concurrent real-time traffic and determine the most appropriate advertised window; as a result, the jitter experienced by online game packets is kept low. See, for instance, Figure 5 where C was set equal to 18 Mbps, i.e., 90% of the maximum achievable bandwidth and the maximum jitter value was, in this way, bounded under 10 ms. 
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Figure 3. Online game jitter; from 135 s, a TCP flow is competing for the channel; the AP employs SAP-LAW  with C = 18 Mbps.

Summary

Considering a scenario where in-home entertainment is delivered to wireless devices through a HEC, even a single downloading flow can conspicuously increase the queuing delay suffered by concurrent real-time applications. This constitutes the reverse of the well known argument by which UDP’s lack of congestion control would harm TCP, whereas even the TCP’s lack of buffering control is harmful toward UDP-based applications.

To solve this problem, SAP-LAW utilizes an enhanced AP that does not need to modify existing Internet’s protocols. Results showed that SAP-LAW is able to consistently ameliorate the global performance of computer-centered home entertainment services. Moreover, differently from other possible solutions (i.e., IEEE 802.11e, TCP Vegas, CLAMP), SAP-LAW is fully compatible with the Internet and requires only the plugging-in of an enhanced AP with no protocol modifications at the Internet side. It hence emerges as the optimal candidate for enhancing computer-centered home entertainment in a wireless scenario.
Links
1. The TiVo Homepage. http://www.tivo.com/
2. Link to company….www://…….
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